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2. The Basics of Hybrid Workplaces 
The proposal of establishing a hybrid workplace brings along a few notable requirements. These can 
be assigned to three different groups: the VR environment, the influence on the product developer’s 
workflow and the feasibility with regard to the asset costs of additional devices. Below these 
requirements are analysed and after that existing approaches are considered with a view to the 
applicability in a hybrid workplace. At the end of this chapter the resulting design of the hybrid 
workplace used is presented. 

2.1 Requirements of Hybrid Workplaces 
For providing a spatial impression of the displayed models and a high level of immersion, stereoscopic 
vision and head tracking have to be integrated into the system. Common environments for immersive 
visualisation are cave automatic virtual environments (CAVE), powerwalls and head-mounted 
displays (HMD). Head tracking can be achieved through optical systems that utilise image data for 
triangulation of a position or through non-optical systems that use magnetic and inertial effects or 
mechanical motion [Cruz-Neira et al. 1993]. 
To achieve an easy to handle system with high efficiency, the nature of the interaction with the virtual 
product has to be as intuitive as possible. The most widely used VR devices are flysticks that were 
originally designated for virtual design reviews in the automotive industry and gloves that are 
predestined for element grabbing operations [Knöpfle and Voβ 2000]. But considering the flysticks 
lack of direct intuitive handling, the application in a hybrid workplace seems not very promising. 
Additionally the costs for the tracking system are quite high. Assets and drawbacks arising through the 
usage of glove devices are discussed in the following section. 
For the integration of VR and CAD there are three alternative approaches: linking a CAD system and 
VR system, linking a CAD kernel and a VR system or using voxel models for geometry description. In 
the present paper, voxel methods are not going to be examined in more detail. An important point in 
combining VR and CAD components is minimizing the implementation costs to gain the opportunity 
of reaching the majority of engineering workplaces. Thereby the plurality of common functionalities 
of CAD systems should be available. 
Of course the novel working environment represents an intervention that could potentially disrupt the 
product developer’s habitual working processes. There must not be any restrictions during the 
workflow that may cause a non-use of in fact helpful and efficient facilities, like impeding keyboard 
entries through wearing interaction devices. 

2.2 Approaches to Integrate CAD and VR 
First of all a literature search was carried out to investigate available system architectures, as the idea 
of integrating VR and CAD already appeared some time ago [Berta 1999]. The approaches presented 
below were selected, because they demonstrate the use of a wide range of virtual environments and 
peripheral devices. The different techniques have advantages and drawbacks to be considered with 
regard to the utilisability in a hybrid workplace. 
The first approach examined is the virtual assembly design environment (VADE) [Jayaram et al. 
1999]. This system was especially developed for assembly planning and evaluation. Initially a digital 
mock-up is designed using parametric CAD software. This model is exported to the VADE system, 
where parts can be assembled with virtual tools, like for example screwdrivers. During the procedure 
there is a link between the CAD software and VADE. Key design parameters of features like the 
radius of a hole can be changed by the user through a three-dimensional menu. During this procedure 
the resulting part is updated in VADE. All provided tools are utilised by virtual hands that follow the 
actual movements of the user who is wearing glove devices. After introducing the system’s working 
method, the suitability of the solution and their applicability in a hybrid workplace is examined. The 
integration of CAD and VR is reasonable, because the basic modelling functions can be adopted by 
the CAD software, so there are no needless implementation costs. VADE provides a high level of 
immersion through the use of a head-mounted display. Interacting via hand movements corresponds to 
the handling of real world objects due to finger tracking and haptic response, provided by sensors and 
actuators attached to the used gloves. Transferring the motion to the virtual hands gives feedback to 
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the user and increases the level of immersion. Using HMDs brings along the disadvantage of being cut 
off from the outside world and also infringes the requirement of still being able to handle traditional 
input devices, like typing on a keyboard. Thereby this approach interferes with the condition of not 
negatively influencing the developer’s workflow. 
Another quite different approach is the Navigation Interface for Modeling (NavIMode). This is a 
system, where complete commercial CAD software is available in a CAVE environment. The 
intention thereby is the simplification of exploring complex digital mock-ups. Therefore the model is 
displayed in the CAVE while the developer utilises a position and orientation tracked tablet PC as 
virtual magnifying glass for command insertion [Weidlich et al. 2007]. Thus the stereoscopic viewing 
environment is separated from the two-dimensional interaction interface, in this case the common 
graphical user interface (GUI) of the CAD system, which is shown on the screen of the freely movable 
tablet PC. The great benefit of the CAVE with respect to the requirements mentioned above is its 
stereoscopic vision. This provides a high level of immersion combined with the possibility of nearly 
unrestricted movability around the displayed model in the environment. Concurrently the full scope of 
functions of the commercial CAD system is available and therefore time and effort for implementing 
them is omitted. An important drawback for the engineer’s daily labour situation that arises through 
this configuration is the spatial distance between the normal workstation and the CAVE system. Due 
to space requirements, direct integration of the CAVE into the workplace would also be not feasible. 
By reasons of spatial distance, space requirements and asset costs, the integration of this system with 
respect to the hybrid workplace is quite difficult. 
Construct3D, presented as the third approach, enables modelling with accurate 3D geometries 
[Kaufmann et al. 2000]. The user wears a semi-transparent stereoscopic HMD where any kind of 
virtual content, like digital models or menus, can be faded in overlaying the real environment. 
Controlling the system is realised through a pen and the personal interaction panel (PIP) that is 
operated with two hands. Pen and panel are equipped with position and orientation trackers. Menus are 
projected onto the PIP and elements can be selected by pointing with the pen. In contrast to the 
previous VR-approaches this one uses Augmented Reality (AR), where the product developer’s 
environment is overlaid with virtual models. Handling the input with pen and PIP is well suited for 
interacting with close-by virtual models and menus. There is no real CAD and VR integration, but the 
OpenCascade software development platform is used for a few necessary geometric operations. The 
implementation cost for creating separate CAD functions is extensive. From the ergonomic point of 
view the engineer’s workflow does not interfere with the integration of these additional devices into 
the novel workplace. On the other side the asset costs for the semi-transparent stereoscopic HMD and 
the tracking system are probably not acceptable. 
After considering the three approaches and discussing the strengths and weaknesses in visualisation, 
interaction and ergonomic circumstances, in the following the design of the hybrid workplace is 
specified. 

2.3 Design of the Hybrid Workplace 
According to the integration approaches discussed above, the options for stereoscopic visualisation are 
an AR-HMD, a VR-HMD and a CAVE. AR-HMD’s often exhibit pretty small field of views, whereas 
VR-HMD’s cut off the user from the outside world and arouse simulator sickness. CAVE systems 
induce the highest level of presence, but the integration into a product developer’s workplace causes 
the already mentioned problems and high asset costs. For these reasons currently a large stereoscopic 
screen seems to be the most promising alternative. 
Integrating either the pen and PIP or the tablet PC is not an acceptable approach due to the lack of 
applicability and impairing the developer’s process of work. Gloves offer an efficient and intuitive 
way of gestural interaction, but in combination with the requirement of not interfering with common 
actions, e.g. keyboard inputs, they also cause inconveniences. Based on these considerations an 
approach combining the benefits of intuitive gestural interaction with the requirement of not 
negatively affecting the normal working processes appears to be an efficient solution. A promising 
option for this is the application of markerless tracking methods. Therefore the Microsoft Kinect 
sensor is utilised as an input device for detecting corporal gestures and movements. It was originally 
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intended for the usage on the Microsoft Xbox 360 game console, but due to its potential and success, 
the 2012 published Kinect for Windows was especially developed for the application on PCs. 
Capturing depth images works through applying a technique named structured light. Thereby an infra-
red (IR) sensor captures the arrangement of points that are generated by sending IR light from a diode 
through a special grid [Zeng 2012]. With the knowledge about the reference arrangement of the points 
and some other data, the depth image can be calculated. The sensor offers the potential for efficient 
markerless HCI in combination with not restricting the product developer’s workflow and additionally 
causes just low expenses. To assure the availability of CAD functions and to keep the implementation 
costs down at a reasonable level, the appropriate solution is linking an open source CAD system and 
an open source VR framework. 

3. Intuitive Stereoscopic Assembly System 

3.1 Linking CAD and VR systems 
The structure of the intended system should be oriented towards the major tasks – separated in three 
software modules. There is one module for CAD modelling, one for visualisation together with 
interaction handling and one for providing interaction data. The basic architecture, its modules and the 
process of data transfer is shown in Figure 1. 
Due to the easy accessibility of graphical representations and modelling functions, the use of an open 
source CAD system appears to be the most efficient and viable solution. Utilising FreeCAD provides a 
lot of advantageous features. The program can handle the STEP format for exchanging models with 
commercial CAD software. FreeCAD’s API is responsive to Python, enabling the access to nearly all 
available functions, without necessarily starting any GUI. An important feature for visualisation is the 
method for exporting the model to a tessellated 3D geometry. Unfortunately there are no assembly 
functions and no assembly structures included in the software, resulting in extra implementation cost. 
The topology of a FreeCAD document is a straight forward hierarchical graph structure. All elements 
of the geometry, like faces or edges, can be identified by their name plus superordinate component. 
That information is essential for the connection between an element in the visualised projection and 
the corresponding element in the CAD representation [Collette 2012]. 

 
Figure 1. System architecture of the CAD and VR link 

It is decided to use VR Juggler together with OpenSceneGraph (OSG) as a powerful development 
platform. A decisive role for this choice plays the ability to use Python for developing VR Juggler 
applications. OSG offers the crucial advantage of providing an algorithm to convert the tessellated 
data from FreeCAD to a data type which can directly be interpreted by the scene graph [Pavlik and 
Vance 2012]. 
The calculation of the interaction data by the Kinect sensor runs parallel to the VR application and is 
provided through a Virtual Reality Peripheral Network (VRPN) server in the local area network.  
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Selection action
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position and orientation changes
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identifies the contour of the hand with depth data
curves that represent fingers. With the aim of creating preferably easy performable gestures, three 
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3D geometry or a menu item. The 
the developer to 
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Further improvements in gestural interaction could be achieved through the utilisation of the enhanced 
precision of the Leap Motion sensor. It enables the tracking of finger positions and the detection of 
tiny finger movements [Weichert et al. 2013]. The sensor’s relatively high accuracy is well suited for 
an application in a desktop configuration. In addition the forthcoming new generation of the Kinect 
sensor could have the potential to track the users hand movements more precisely. An approach that 
utilises direct handling for the interaction with the virtual product could gain from using an AR-/ VR- 
head-mounted display, where a virtual hand model is faded in. In conjunction with the new emerging 
opportunities for interaction, additional intuitive methods for inserting constraints could be developed. 
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